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Abstract: The aim of this paper is to build a monetary and financial condition index in order to perform inflation forecasts. Focusing on the Swiss case, in which inflation forecasts are at the core of the central bank’s strategy, we test several monetary and financial variables that play a fundamental role in the monetary transmission mechanism to inflation rate. The weights for the index are derived from two methodologies: an aggregate demand equation, and the impulse responses function of inflation to financial shocks from a VAR model. Using an augmented index, we apply a multistep forecasting methodology and compare our results between the model, which includes the index, and a benchmark autoregressive model. We obtain significant results, at short term (four and five quarters), in the sense that the model with the index, whatever the methodology used, always outperforms the benchmark model. Our results support the idea that the central bank should define its monetary policy by taking into account the price of financial assets. Therefore, our findings could be useful in improving monetary policy guidance in Switzerland.
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1. Introduction

The subprime crisis that began in 2007, and then the 2008–9 financial crisis, have forced central banks to go beyond their original objectives or strategies and to use new tools to handle monetary policy within a context of zero interest rate policies (ZIRP). The challenge for central banks now is to be able to normalize their monetary conditions while taking into account what has changed following the Global Financial Crisis (GFC), as well as respecting their main mission, which is, for the majority of central banks in developed countries, reaching price stability. In particular, they must deal with the supervision of assets markets in the conduct of their monetary policy (Bilbiie, 2008; Bilbiie and Straub, 2012). To sum up, central banks must define new guidelines with which to anchor agents’ anticipations and to deal with new tools in order to be both predictable and reliable, especially when realizing inflation forecasts.

The large literature on the monetary transmission mechanism analyzes many monetary tools. Among these tools, the monetary condition index (MCI) is increasingly used by central banks. The MCI takes into account both the interest rate and exchange rate channels by weighting them in the implementation of its monetary policy. The central bank assumes that they are the main channels of its monetary policy to be considered in order to fulfil its objectives. If the MCI is mostly used to provide more information about the stance of its monetary policy – its degree of loosening or tightening – regarding the main objective of the central banks, it can also be built to realize inflation forecasts. It is especially useful for small open economies, because the MCI acts like a path to price stability once inflation forecasts have been prepared (Guender, 2009). Realizing inflation forecasts implies determining a scenario for future inflation, which acts like a “compass” for the SNB (Rich, 2000; Kugler and Rich, 2002). For the SNB, such a role is played by interest rate targeting (the three-month Swiss franc LIBOR). Nevertheless, the use of interest rates has become insufficient to realize good inflation forecasts regarding the zero-bound context, as well as assets market developments (Reichlin and Baldwin, 2013). This justifies the creation of a new MCI that would integrate current financial variables, without changing the functioning monetary framework (Gerlach, 2013). Indeed, monetary policy influences the economy by altering the financial conditions that affect economic behavior and the structure of the financial system is a key determinant of the importance of various channels transmission (Hatzius et al., 2010).

---

2 See, for example, Boivin et al. (2010) and/or Hatzius et al. (2010) for a literature review.
Several authors have addressed this issue, stressing the necessity to build a “broadened” MCI that will be the “natural extension” of the MCI (Angelopoulou et al., 2013). Gauthier et al. (2004) deal with financial condition indexes (FCI), adding to short-term interest rate and exchange rate (the “basis”), financial variables such as property and equity prices, bond yield risk premiums, as well as long-term interest rates. Others use the change in credit availability, corporate bond spreads and household wealth, in addition to the “basis” (Guichard et al., 2009). After the GFC, Hatzius et al. (2010) build a new FCI including a broad range of quantitative and survey-based indicators (yield curve, credit spreads, etc.) and they find that the FCI have a good performance in order to predict the future economic activity. Likewise, Chow (2013) uses the “basis” in addition to credit expansions and asset prices (stock prices and house prices). Finally, Lack (2006) reiterates the importance of building an FCI with these variables because of the change in monetary conditions. Focusing on Switzerland, Lack (2006) indicates that there has been a growing influence of the rise in credit on the boom of real estate prices in this country, which the Swiss National Bank (SNB) must take into account.

Indeed, regarding the relation between building FCIs and inflation forecasts, the Swiss case is particularly relevant for several reasons. First, the GFC has shown the likelihood of a negative “international financial trilemma” leading to bad credit in Switzerland, due to the rise in the monetary base. As the importance of the credit channel is higher when interest rates are close to 0 per cent in Switzerland (Zurlinden, 2005), the SNB must be extremely cautious about the rise in credit on some assets markets. Second, some Swiss assets markets have indeed been marked by a sharp rise in prices, especially the real estate market, as in other countries that are concerned with quantitative easing policies. Recently, Altermatt and Baeriswyl (2015) highlighted the rise in credit to Swiss economic agents by banks that have more cash flow with the SNB’s monetary policy and are able to invest more easily in such a market. Indeed, we must bear in mind that Swiss economic agents are sensitive to mortgage credit, and the latter amount represents 116 per cent of the GDP: this implies that residential investment and house prices are usually more responsive to monetary policy shocks in countries such as Switzerland that have more developed mortgage markets (Calza et al., 2013). In other words, like other central banks, the SNB has to monitor sector-specific credit growth (Brunnermeier and Sannikov, 2013).

3 For example, between 2009 (beginning with the SNB’s massive interventions) and 2015, the stock prices index and house prices index have progressed by 8.0 per cent and 14.6 per cent, respectively, while prices in the Swiss economy have decreased (-9.0 per cent between January 2009 and April 2015).
Therefore, this paper will address the following issue. To what extent could the construction of a monetary condition index including financial variables be useful for the SNB in terms of improving its inflation forecasts? To answer this question, our aim is to build an augmented MCI, taking into account the “new” transmission channels of the [unconventional] monetary policy.

The rest of the paper is organized as follows. Section 2 describes the empirical model. Section 3 presents the results. Section 4 concludes.

2. Methodology

In this section, we detail the construction of, first, the monetary condition index, and, second, the monetary and financial condition index.

The monetary condition index (MCI hereafter) is one of the three main approaches taken in the literature for measuring the monetary policy stance. In the case of the SNB, the MCI is a useful tool for analysing the intended impact of changes in monetary policy instruments on inflation.

The MCI at time t is constructed as a weighted average of changes in the domestic interest rate and in the exchange rate, relative to their values in a base period. The MCI at time t, noted \( MCI_t \), can be written as:

\[
MCI_t = \varphi_i(i_t - i_B) + \varphi_e(e_t - e_B)
\]

where \( i_t \) is the short-term interest rate, \( e_t \) is the log of the effective exchange rate (where a rise in \( e_t \) represents an appreciation in the effective exchange rate), and \( i_B \) and \( e_B \) are, respectively, the levels of the interest rate and the effective exchange rate in a given base period (benchmark period). These references reflect “neutral” economic conditions (Freedman, 1994). The MCI can be defined in either real or nominal terms. The traditional literature favors the approach in real, rather than nominal, terms, for several reasons. First, macro-econometric models are based on real-term variables (e.g. competitiveness is measured by the real exchange rate). Second, nominal variables can be difficult to interpret in the medium term where inflationary effects can pass through the output gap. On the other hand, the evolution of nominal variables conveys more ambiguous information than real variables (for example, the Bank of Canada uses a nominal monetary condition index, which is built with a nominal short-term interest rate and a nominal exchange rate). However, the use of a

\[ ^4 \] The use of the MCI, as an operational target for monetary policy, was first introduced by the Bank of Canada (see, for example, Freedman, 1994).

\[ ^5 \] See, for example, Aubert (2003) for a literature review.
real-term indicator is, from a practical point of view, more complicated. Indeed, it is available less readily than a nominal indicator. Finally, from a short-term perspective, the nominal indicator seems to be equivalent to the real indicator.

The coefficients $\varphi_i$ and $\varphi_e$ are the MCI’s weights, that is, the weight of the interest rate and the effective exchange rate, respectively, in the MCI. The ratio $\varphi_i/\varphi_e$ corresponds to the relative impact of the interest rate and effective exchange rates in a medium-run policy (such as output or inflation). For example, a ratio of 3:1 means that a variation of 100 basis points of the interest rate, for a constant exchange rate, has the same impact on the MCI as a variation of 3 per cent of the exchange rate, for a constant interest rate. The relative weights with which the individual components are included in the MCI are not directly observable and must be estimated using econometric techniques. The MCI therefore largely depends on the specification and assumptions of these estimations. Furthermore, Battini and Turnbull (2002) posit that there are four main methods for estimating the MCI’s weights:

- **Simulations in large-scale macro-econometric models.** Large-scale macro-econometric models\(^6\) are used by central banks and/or governments. They are superior to the other methods because more variables are taken into account and, unlike in the reduced equation approach, structural shocks can be constructed.

- **Reduced-form aggregate demand equation.** The weights of the exchange rate and the interest rate are derived by estimating an aggregate demand equation. Most MCI estimations are, however, based on a reduced-form aggregate demand equation. Reduced-form models usually consist of a demand equation relating the output to the interest rate, the exchange rate and, possibly, some other explanatory variables. This approach has been chosen by most central banks that publish an MCI. The advantages of this approach are its simplicity in terms of data requirements and econometric modelling.

- **Trade share-based MCIs.** The weight of the exchange rate is based on the long run exports-to-GDP ratio, and the interest rate weight is one minus this ratio.

- **VAR impulse responses functions.** The weights of the exchange rate and the interest rate are obtained by estimating a reduced VAR model. Their advantage lies in the fact that they are not based on a particular view of the transmission mechanism. This method was introduced by Goodhart and Hofmann (2001).

\(^6\) For example, NiGEM, INTERLINK. See, for example, Peeters (1998) or Mayes and Virén (2000). Simulations in large-scale macro-econometric models are discussed in Costa (2000).
However, there are some drawbacks to the use of the MCI as a measure of the stance on monetary policy. First, the construction of the MCI assumes that both the interest rate and the exchange rate are monetary policy instruments. This is not always the case. In practice, they can be operational targets (Bindseik, 2004). Second, even if the MCI were an operational target, it would not be appropriate in the case where non-policy variables might play a role in determining changes in both the interest rate and exchange rate (Eika et al., 1996; Ericsson et al., 1998). Finally, the literature on the transmission channels of monetary policy has largely been developed since the 1990s. Other channels such as the credit channel and stock price channel have been studied and developed. For example, Leeper et al. (1996), Bernanke and Gertler (1999), Bernanke et al. (1997) and Christiano et al. (1999) studied the transmission channels of US monetary policy. Furthermore, McCarthy and Peach (2002) underline that the influence of monetary policy on the real estate market has recently increased. Even if it takes more time to occur than in previous decades, its impact is more persistent, in particular through the credit channel, and this could have an impact on inflation. Moreover, the GFC showed that new monetary policy transmission channels have been developed for both emerging countries and developed countries (Chen et al., 2011; Landeau, 2013). In particular, the price of assets (financial or real) seems to be important (Giese and Tuxen, 2007). On this point, there is a debate about the role of the banking sector and the credit channel in the transmission of monetary policy. According to Boivin et al. (2010), it has become less important than it used to be in the past. In particular, residential investment seems to be tied more to interest rates than to credit availability. On the contrary, some authors stress that such a channel is likely to be of greater relevance than it was in previous decades. Indeed, the emergence of a plurality of new instruments and players on financial markets has entailed a more prominent role for banking intermediates (ECB, 2010). It is difficult to draw conclusions on this point but, as Boivin et al. (2010) recognize, the credit channel is likely to play a great role in the transmission of monetary policy because of the quantitative easing measures. The link between real and financial sectors is complex, as stressed by Bernanke and Gertler (1995), Bernanke et al. (1997) and Boivin (2002).
Indeed, as the former Governor of the Bank of Japan, M. Shirakawa, argues, central banks themselves may have influenced such a trend since the beginning of the crisis. Indeed, ZIRP and low prices – even deflation – entail expectations that a low interest rate environment will continue. Thus, investors become more interested in the “search for yield” activity and are indirectly supported by the central banks, which seek to increase trade on financial markets as a result of the rise in prices. The central banks, in particular, want long-term interest rates to decrease through their actions in order to reduce the risk premium (Joyce et al., 2012; Rogers et al., 2014). In the zero lower-bound context, the central banks seek to enhance the link between short- and long-term interest rates to modify expectations (Boivin et al., 2010).

The problem is that their actions can reinforce the credit channel and lead to new bubbles, while the “real” economy delays recovery: “While aggressive monetary easing is definitely needed after the bursting of bubbles, its side effects and limits should also be taken into consideration” (Shirakawa, 2013, pp. 382). To put it another way, there is a new threat to “the stability of the financial system and consequently that of the real economy and prices” (Shirakawa, 2013, pp. 378). Such a framework is particularly relevant in a small open economy where the prices of assets can be influenced by unconventional domestic and foreign monetary policies as a result of the openness.

Another important issue is to assess the extent to which the commodity prices channel impacts monetary policy reactions because, as Furlong (1989) argues, commodity prices can help to improve inflation forecasting.\(^\text{12}\) There are lively debates about this question among economists, since the implications of commodity price shocks are less than clear-cut. On the one hand, according to Ano Sujithan et al. (2013), such prices have a negative effect on short-term interest rates, and this impact has increased since the 2008–9 financial crisis. Moreover, Kilian and Lewis (2011) highlight that the central banks should consider price commodity shocks in their monetary policy reaction function because a stable and long-term relationship is likely to exist between the inflation rate and the price of some commodities (Worthington and Pahlavani, 2007).

On the other hand, several authors contest such a linkage (Blomberg and Harris, 1995; Furlong and Ingenito, 1996), and consider, on the contrary, that price commodities are poor predictors of inflation (Evans and Fisher, 2011). Indeed, if such a linkage exists for developing countries, it tends to be less relevant for developed economies (Cecchetti and

---

\(^{12}\) See also, for example, Ferraro et al. (2015).
Moessner, 2008; De Gregorio, 2012): either commodity prices are too volatile to play a significant role in monetary policy decision-making (Lunieski, 2009), or the credibility of the central banks of developed countries is sufficiently strong to contain inflationist pressures coming from this source (Evans and Fisher, 2011; IMF, 2011). This is especially pertinent for the SNB, as highlighted above.

To sum up, studies of the effects of unconventional monetary policy have been conducted more recently. All these studies (Gagnon et al., 2010; Bauer and Rudebusch, 2011; Neely, 2013; Rogers et al., 2014) show that quantitative easing can create inflation, not only on the goods and services market but also on other markets such as the stock price market, the house price market and the bond market.

From this perspective, the basic indicator, built only from short-term interest rates and the exchange rate, can be expanded by the introduction of additional monetary and financial variables. Goodhart and Hofmann (2001) were the first to introduce asset prices in the measurement of monetary policy stance in order to capture the credit channel. Moreover, Stock and Watson (2003) show that asset prices play an important role in forecasting inflation. Thus, following the seminal work of Goodhart and Hofmann (2001), we built a new monetary condition index including financial variables. Thus, the monetary condition index becomes a monetary and financial condition index (MFCI hereafter) that comprises interest rates, exchange rates and includes the following financial variables: credit growth, house price index, stock price index, and long-term interest rates (10 years).

Using an augmented version of equation (1), the MFCI can be written as:

$$MFCI_t = \phi_t(i_t - i_B) + \phi_e(e_t - e_B) + \phi_{sp}(sp_t - sp_B) + \phi_{hp}(hp_t - hp_B) + \phi_{cre}(cre_t - cre_B) + \phi_{ilt}(ilt_t - ilt_B)$$

(2)

where \( sp, hp, cre \) and \( ilt \) are, respectively, the stock price index, the house price index, the credit to the private non-financial sector and the long-term interest rate. \( sp_B, hp_B, cre_B \) and \( ilt_B \), are the level of each variable in a given base period (benchmark period). We calculated each variable of the given period using the Hodrick-Prescott filter.

13 See also Hatzius et al. (2010) for a vast literature review on financial conditions indexes.

14 In line with the quoted debate regarding the impact of commodity price movements on inflation, we also introduced a commodity price variable following Killian and Lewis (2011). We successively tested several variables as a commodity: oil price (Brent in US dollar), CRB index, Reuter and Moody indexes, and a commodity index from the IMF.

15 The choice of the smoothing parameter is important as stressed by Agénor et al. (2000) and Rand and Tarp (2002). However, these authors discuss the choice of the smoothing parameter for emerging countries such as the study of business cycles. Here, we do not study the business cycle. But, as the HP filter is sensitive to this choice, we used different values in the smoothing parameter, following Canova (1998) and Pedersen (2001). Results, available from the authors upon request, are very similar.
In order to determine the weights of each variable in the MFCI, we used the two most robust econometric techniques. First, we estimate a reduced-form of the aggregate demand equation and, second, we use the impulse response functions from a VAR model. Beyond this “technical” issue, it is important for the SNB’s new MCI to be built through a new temporality. Given that Switzerland is currently deflation-nearer, implementing monetary policies aimed at price stability should also fix anticipation about reflation in a longer temporality than the current one (three years).

We used quarterly data from 1990Q1 to 2014Q3. The data (short- and long-term interest rates, Swiss Market Index) came from the database of the SNB. Following the SNB, we used the LIBOR as the (nominal) short-term interest rate. The nominal effective exchange rate and credit expansion (i.e. credit to the private non-financial sector) were taken from the Bank of International Settlements (BIS). Finally, we use the index of house prices established by the Federal Reserve Bank of Dallas.

As noted below, both the MCI and MFCI can be defined in either real or nominal terms. We decided to use nominal variables instead of real variables, as it is standard to compute the nominal value of an index for the forecasting of inflation in the short term (Mayes and Viren, 2001). Figure 1 plots the series used in our paper for the period 1990Q1 to 2014Q3. All variables, with the exception of interest rates (3 months and 10 years), have been turned into a logarithm. GDP, consumer prices and real estate prices have been deseasonalized.

![Insert Figure 1 about here](image)

We studied the order of integration of the series by applying the ADF and PP unit root tests. All series are integrated of order one. Hence, we applied first differences to all variables in order to induce stationarity in all series.

Figure 1 includes three shaded areas corresponding to, respectively, the crash of the dot-com bubble (high tech crash), the financial crisis (Lehman Brothers collapse) and the European crisis (sovereign and banking crises), which also include the adoption of a CHF/EUR peg by the SNB. The choice of these three periods was the result of several detailed investigations, because a lively debate exists about when the crisis began and ended. To this end, we decided

---

16 See, for example, Angelopoulo et al. (2013) or Manning and Shamloo (2015), for a discussion.
17 We used the Census X-12 method.
18 Detailed results of unit root tests are available upon request from the authors. We also applied unit root tests with multiple structural breaks (following the methodology of Bai and Perron (2003)), which are also available upon request from the authors.
19 During this period, we were also able to introduce the 11/9/2001 attacks.
to use the VIX (the implied volatility on the S&P500 stock index) to specify clearly the period of financial crisis. Indeed, the VIX is generally considered to be a good indicator of global risk aversion, as well as a gauge for the financial cycle, not only in the US but also worldwide (Rey, 2015). We defined the periods of crisis as being when the VIX rose above the level of 25. We set this threshold following Coudert and Mignon (2013). Therefore, we determined the following periods:

- Crash of the dot-com bubble: from 2001Q2 to 2002Q3;
- Lehman Brothers collapse: from 2008Q3 to 2009Q3;
- European crisis: from 2010Q3 to 2011Q3.

For these three periods, dummies were introduced into each of our estimations.

3. Empirical Results

3.1. Deriving MCI and MFCI weights

MCI weights are calculated using two methodologies. The first is based on a reduced-form of the aggregate demand equation (AD equation, ADE hereafter) and is the most popular form used to obtain the MCI (and MFCI) weights. The second is based on the impulse response functions from a VAR model (VAR model). In their seminal work, Goodhart and Hofmann (2001) used the Cholesky factorization with a single order of the VAR. We did not use the Cholesky factorization, which is sensitive to the ordering of the variables in the VAR. We decided to use the generalized IRF (GIRF) developed by Pesaran and Shin (1998). Their approach does not require the orthogonalization of shocks and is invariant to the ordering of the variables in the VAR.

For each of these two methodologies, we estimated two models using data in gap and data not in gap, as in Rudebusch and Svensson (1998). Thus, the gap of each variable was calculated using the HP filter with a smooth parameter of 1600. We also decided to include two auxiliary variables in each of our models: the VIX and the oil price. Indeed, the VIX might have an impact on the variables introduced in the MCI and/or the MFCI (Fratzscher et al., 2014). Moreover, as Switzerland can easily be considered as a small open economy (Rosenkranz et

---

20 We do not select large-scale macro-econometric models, even if they are often considered to be superior, because they are quite unwieldy and difficult to run. Reduced-form models have modest requirements (while the impact of transmission channels appear to be easily identified) and VAR framework imposes minimal structure with no particular view on transmission mechanisms (and they are useful in order to capture dynamic interactions between variables).
we decided, as a robustness check, to include oil price as a component of the MFCI. The estimation of the MCI weights is presented in Table 1.

**INSERT TABLE 1 ABOUT HERE**

The weights used by the IMF are 0.75 and 0.25 for the interest rate and exchange rate, respectively. The ratio $\varphi_i/\varphi_e$, namely 3:1 here, indicates that a 1-percentage point interest rate change has three times the effect of a 1 per cent change in the exchange rate. Our results are consistent, for each methodology, for data in gap and data not in gap. The ratio $\varphi_i/\varphi_e$ was included between 5:1 and 4:1 for the AD equation, and between 2:1 and 1:1 for the VAR model. For the AD equation, our results were very close to those of the IMF. Estimations taken from the VAR model were slightly different. The ratio $\varphi_i/\varphi_e$ was lower, that is, the coefficient of the interest rate was lower and the coefficient of the exchange rate higher. All three estimates show that the weight of the interest rate is systematically superior to that of the exchange rate. Even if Eika et al. (1996) or Ericsson et al. (1998) demonstrated that these weights are subject to uncertainty, our estimations were consistent with the literature (see, for example, Belke and Polleit, 2011).

Then, we constructed the MCI based on the IMF’s weights (MCI (IMF)) and on our own weights with the two methodologies (MCI (ADE) and MCI (VAR)). Each MCI was expressed in standard score. Figure 2 presents our results.

**INSERT FIGURE 2 ABOUT HERE**

The three indexes are very close to one another and the correlation coefficient between them is 0.999 (significant at 1%). It also seems that a positive correlation exists between the MCI and the inflation rate (calculated as the four-quarter inflation rate), as noted in Figure 3.

**INSERT FIGURE 3 ABOUT HERE**

---

21 We tested different oil price variables: the Brent oil price and the crude oil price. We also tested the impact of commodity price using the Moody’s index, the Reuter’s index, the CRB index and the commodity index from the IMF. Results, available upon request from the authors, are very similar.

22 We used the Newey and West (1987) correction to obtain a consistent covariance estimator in order to correct the residual autocorrelation.

23 The coefficient of the correlation was exactly 0.88 (significant at 1%).

24 We preferred to use a four-quarter inflation rate rather than a quarterly inflation rate because year-on-year inflation is a much more relevant measure of inflation when it comes to policy decisions. Moreover, quarterly inflation contains a substantial amount of noise that is filtered out when taking four-quarter differences.
We then estimated equation (2) based on the MFCI. Equation (2) was also estimated using two methodologies: the aggregate demand equation (AD equation) and the VAR model. Each methodology was employed with and without data in gap. The reduced-form equation (including those based on the gap) was based on a particular view of the transmission mechanisms. The VAR model offers an alternative way to estimate MFCI weights. Following Lütkepohl (2013), the optimal lag order of the VAR was chosen using the Hannan-Quinn (HQ) information criteria. To estimate weights, we employed the impulse response functions (IRFs) of inflation to each monetary and financial shock. Therefore, we estimated a VAR model using all the variables in equation (2). As noted by Pesaran and Shin (1998), the IRFs are sensitive to the ordering of the variables. We used the GIRF, as they are independent of the specific ordering of variables in the VAR model. We took a weighted average of each variable in the VAR to build the MFCI. The weight assigned to each financial variable was derived based on the cumulative responses of inflation to a one standard deviation shock to that variable. Table 2 indicates the weights of each MFCI estimated following this procedure.

INSERT TABLE 2 ABOUT HERE

First, the weight of the long-term interest rate is significant (whatever the methodology). Sometimes, the weight of the long-term interest rate is greater than that of the short-term interest rate. Second, the weight of the house price index is more important with the VAR methodology than with the aggregate demand equation. Third, house prices, whatever the methodology, seem to play a more important role than stock prices. Fourth, the weight of the credit variable appeared to be significant when we introduced this variable in our estimation. MFCIs can be decomposed to see how the different financial and monetary components contribute to movements in the index. Nevertheless, if we analyze the contributions of the index components to the MFCI growth, we see that any variable has a contribution that is equal to 0 (Figure 4).

INSERT FIGURE 4 ABOUT HERE
Since the aim of this paper is not to have multiple MFCIs, we decided to select only one model for each methodology, that is for each one, the “best” model, following two steps. The first step was to select the “optimal” model (1, 2, 3 or 4). In our different estimations, model 3 seemed to be the most appropriate. Indeed, the VIX, the oil price and the dummy variables were all significant. We also used the $R^2$ of the regression and the significant level of each coefficient.\(^{27}\) The second step was to know what kind of data to select: with or without gap. As Table 3 shows, for each methodology, the results are very close, both with data in gap and without gap. Figure 5 shows that our four MFCIs were very close. Following all these results, we were able to build two MFCIs with data not in gap: one with the AD equation (MFCI1); and one with the VAR model (MFCI2).

**INSERT FIGURE 5 ABOUT HERE**\(^{28}\)

Figure 6 displays the MFCIs obtained with equation (2) for Switzerland. The results obtained with the AD equation and the VAR model were very similar (the correlation coefficient was 0.99 – significant at 1%). As for the MCI, it seems that a positive correlation exists between the MFCI and the inflation rate, as noted in Figure 6.

**INSERT FIGURE 6 ABOUT HERE**

3.2. Forecast Performance of monetary and financial conditions

In this section, we investigate the ability of the MFCI to produce out-of-sample forecasts of inflation.\(^{29}\) We use “pseudo” out-of-sample methodology that rely on the same specification use above, but estimated recursively through the forecast period. In order to perform the “pseudo” out-of-sample exercise, we chose the h-steap ahead methodology to forecast inflation. A common framework is adopted for generating out-of-sample forecasts distinguishing two models:

- An autoregressive model (AR model), i.e. a benchmark model:

$$INF_{t+h} = \alpha + \beta (L)INF_t + \varepsilon_t$$

\(^{(3)}\)

---

\(^{27}\) Detailed results are available upon request from the authors.

\(^{28}\) In each MFCI, we used weights issued from model 3.

\(^{29}\) We also run in-sample tests. First, we calculated the dynamic correlation of the MFCI with future inflation (cross-correlation). Second, we estimated a bivariate VAR with the MFCI and the inflation rate and computed the IRF of inflation rate to MFCI shocks. Finally, we performed a Ganger causality test. Detailed results are available upon request from the authors. However, as noted by Cechetti (1995), a good forecasting performance in-sample does not guarantee the same results out-of-sample.
An autoregressive model augmented with the MFCI (AR+MFCI model):

\[ \text{INF}_{t+h} = \alpha + \beta(L)\text{INF}_t + \gamma(L)\text{MFCI}_t + \varepsilon_t \] (4)

In model (4), if \( \gamma(L) = 0 \), inflation is a pure autoregressive model (AR model). If \( \beta(L) \) and \( \gamma(L) \) are different to zero, inflation is forecast with an autoregressive model augmented with the MFCI (AR+MFCI model).

More precisely, the approach is as follows. Forecasts at time period \( t \) are constructed by estimating the coefficients from models (3) or (4) using sample from 1990Q1 to 2005Q4. These estimated coefficients are then used to forecast at time period \( t + h \), with \( h = 1, 2, \ldots, 8 \). The process is repeated to construct forecasts at time period \( t + 1 \), and so on through the end of the sample (2014Q3).

\( \beta(L) \) and \( \gamma(L) \) are polynomials in the lag operator \( L \). The determination of the number of lags in \( \beta(L) \) and \( \gamma(L) \) is subject to discussion. First, we were able to estimate the number of lags, \( \beta(L) \) and \( \gamma(L) \), separately using information criterion. We could also impose the same number of lags in \( \beta(L) \) and \( \gamma(L) \) and estimate the optimal number of lags using information criterion. In our case, we decide to estimate the number of lags, \( \beta(L) \) and \( \gamma(L) \), separately and to choose the optimal number of lags using the Bayesian information criteria (BIC). The number of lags in \( \beta(L) \) and \( \gamma(L) \) was chosen over the full sample, where in both cases the number of lags ranged between 0 and 6.

At each forecast horizon, from \( h = 1 \) to \( h = 8 \), a separate forecast equation was estimated by OLS. Then, for each horizon, we computed the root mean square error (RMSE) to assess the forecasting performance of the MFCI.\(^{30}\) The RMSE was compared between the autoregressive model (i.e. model (3), in which \( \gamma(L) = 0 \): AR model) and the augmented autoregressive model (model (4), in which \( \gamma(L) \neq 0 \): AR+MFCI model). A ratio inferior to 1 demonstrated the superiority of the model with the MFCI (i.e. model (4)). We then implemented the Diebold and Mariano (1995) test of equal predictive ability by comparing the RMSE of the model with the MFCI with those of the benchmark model. We tested the null hypothesis of equal predictive ability. The ratio between the RMSE from the AR+MFCI model and the RMSE from the benchmark model is computed in Table 3. To assess statistical significance, we used the modified Diebold-Mariano statistics proposed by Clark and McCraken (2001).

---

\(^{30}\) Another measure is the mean absolute error (MAE). Using the MAE, our results are similar.
When the ratio between the RMSE of the AR+MFCI and the RMSE of the AR model is inferior to 1, we concluded that the AR+MFCI model forecasts better than the AR benchmark model. Our results indicate that the hypothesis of equal predictive accuracy between AR model and AR+MFCI model is rejected at conventional significance levels for $h = 1,2,3,4$ for the MFCI estimated with an AD equation, and for $h = 1,2,3,4,5$ for the MFCI estimated with a VAR model. These findings suggest that the AR model augmented with the MFCI is better than the AR model, i.e. the benchmark model, when predicting up to 4 or 5 quarters ahead. We inferred that the information included in future inflation summarized in the MFCI is manifested in its good forecast performance.

4. Concluding Remarks and Perspectives

In this paper, we investigated whether a monetary and financial condition index is useful in forecasting inflation and hence guiding monetary policy in Switzerland. To this end, we extended the initial monetary condition index, which is a weighted average of the short-term interest rate and the exchange rate, to financial variables. We built a monetary and financial condition index (MFCI) that comprises the short-term interest rate, the long-term interest rate, the exchange rate, credit expansion, the stock price index and the house price index. The choice of these financial variables was motivated by the key role they play in the monetary policy transmission channels and on global prices. Our goal was to see whether the MFCI is efficient in the framework of the SNB’s inflation forecast targeting. Whatever the choice of the methodology for estimating weights, our MFCIs yielded strong results and seemed to impact inflation significantly. Our MFCI yielded significant short-term results (four and five quarters) in the sense that it contains useful and predictive information regarding inflation. Given the nature and the importance of the GFC, these informations could be introduced in the new MFCI to improve monetary policy guidance in Switzerland and will be an especially important ingredient in the inflation forecasts of the SNB.

Our results also support two important ideas that are likely to be relevant for future research. First, the central bank should define its monetary policy by taking into account the price of financial assets. Indeed, following the different crises (financial, economic and European), several central banks developed a macro-prudential approach to supervision and regulation (Borio, 2003; Bernanke, 2011; Kahou and Lehar, 2017). Macro-prudential supervision takes into account the interactions among individual financial institutions, as well as the feedback

---

31 See also, for example, Galati and Moessner (2012).
loops of the financial sector with the real economy, including the costs that systemic risk entails in terms of output losses. Our results support the idea that central banks should define their monetary policy, not only with “traditional” objectives and intermediate targets, but also by taking into account the impact of financial variables. The monetary policy reaction function should include the price of financial assets. The development of macro-prudential tools is in line with such a proposal.

Second, the SNB’s decision in January 2015 to substitute its peg to the euro – implemented between 2011 and 2015 – using a negative interest rate, raises important issues. The Swiss central bank has possibly entered uncharted territory with such a policy in the sense that it is difficult to forecast a clear impact of negative interest rates on macroeconomic variables. Indeed, a threshold has been crossed with a shift from zero interest rate policies (ZIRP) to negative interest rate policies (NIRP). Consequently, on the one hand, channels of interest rates, as well as credit, can be disturbed in Switzerland because of the associated current context of the liquidity trap (Pollin, 2012). Moreover, the status of a safe haven currency of the Swiss franc (Ranaldo and Söderlind, 2010), leading to a relative “hypertrophy” of its store of value function, prevents the negative interest rate from triggering the expected principle of “melting money”, which is necessary to foster trade and then increase growth in prices in a deflationary environment. On the other hand, as the SNB has been imitated by other central banks since January 2015 (Sweden, Denmark, Japan and the ECB with a marginal deposit rate), Pandora’s box could have been opened: in the current sluggish economic context, it is likely to create hysteresis effects. This could be harmful for the SNB’s inflation forecasts, jeopardizing its forward guidance path when it is, more than ever, necessary to secure it, as mentioned earlier (Kool and Thornton, 2012). Finally, inflation forecasts in Switzerland – as well as elsewhere – must now rely on new principles, because the line between conventional and unconventional monetary policies has been blurred with the recent crisis (Borio and Disyatat, 2010), and this will certainly continue in the near future.
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Notes: all data, except interest rates, are expressed in base 100: 2005. GDP, consumer price index and house price index have been deseasonalized (see section 2). Shaded areas indicate crisis (see section 2).
Figure 2: Monetary Condition Indexes

Note: Authors’ own calculations. MCI are expressed in standard score. Shaded areas indicate crisis (see section 2).

Figure 3: Monetary Condition Indexes and Inflation rate

Note: MCI are expressed in standard score. Shaded areas indicate crisis (see section 2).
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Figure 5: Monetary and Financial Condition Indexes

Note: Authors’ own calculations. MFCI are expressed in standard score. Shaded areas indicate crisis (see section 2).

Figure 6: Monetary and Financial Condition Indexes and Inflation rate

Note: MFCI are expressed in standard score. Shaded areas indicate crisis (see section 2).
Table 1: MCI weights

<table>
<thead>
<tr>
<th></th>
<th>( \varphi_i )</th>
<th>( \varphi_e )</th>
<th>( \varphi_i/\varphi_e )</th>
<th></th>
<th>( \varphi_i )</th>
<th>( \varphi_e )</th>
<th>( \varphi_i/\varphi_e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMF</td>
<td>0.75</td>
<td>0.25</td>
<td>3:1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Data not in gap</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>0.82</td>
<td>0.18</td>
<td>5:1</td>
<td>0.70</td>
<td>0.30</td>
<td>2:1</td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td>0.81</td>
<td>0.19</td>
<td>4:1</td>
<td>0.63</td>
<td>0.37</td>
<td>2:1</td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>0.81</td>
<td>0.19</td>
<td>4:1</td>
<td>0.56</td>
<td>0.44</td>
<td>1:1</td>
<td></td>
</tr>
<tr>
<td>Model 4</td>
<td>0.79</td>
<td>0.21</td>
<td>4:1</td>
<td>0.53</td>
<td>0.47</td>
<td>1:1</td>
<td></td>
</tr>
<tr>
<td>Data in gap</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>0.82</td>
<td>0.18</td>
<td>5:1</td>
<td>0.59</td>
<td>0.41</td>
<td>1:1</td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td>0.82</td>
<td>0.18</td>
<td>5:1</td>
<td>0.62</td>
<td>0.38</td>
<td>2:1</td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>0.80</td>
<td>0.20</td>
<td>4:1</td>
<td>0.64</td>
<td>0.38</td>
<td>2:1</td>
<td></td>
</tr>
<tr>
<td>Model 4</td>
<td>0.79</td>
<td>0.21</td>
<td>4:1</td>
<td>0.68</td>
<td>0.32</td>
<td>2:1</td>
<td></td>
</tr>
</tbody>
</table>

Note: Model 1, 2, 3 and 4 correspond, respectively, to the estimation of coefficients \( \varphi_i \) and \( \varphi_e \) which include the ViX, the oil price and three dummies (see section 2 for the details) in the aggregate demand (AD) equation and in the VAR model. In the VAR model, coefficient \( \varphi_i \) and \( \varphi_e \) are based on the average impact of a one-unit shock to each variable (including in the VAR) on inflation over the following twelve quarters. We use the Generalized IRF proposed by Pesaran and Shin (1998).
## Table 2: MFCI weights

<table>
<thead>
<tr>
<th>Data not in gap</th>
<th>AD equation</th>
<th>VAR model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>0.40 0.11 0.31 0.04 0.12 0.02</td>
<td>0.19 0.11 0.19 0.10 0.11 0.30</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.53 0.16 0.14 0.03 0.12 0.01</td>
<td>0.20 0.13 0.24 0.03 0.18 0.21</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.40 0.11 0.32 0.03 0.11 0.02</td>
<td>0.16 0.15 0.19 0.08 0.06 0.36</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.49 0.18 0.19 0.03 0.08 0.03</td>
<td>0.18 0.16 0.23 0.03 0.14 0.25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data in gap</th>
<th>AD equation</th>
<th>VAR model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>0.35 0.03 0.41 0.03 0.16 0.02</td>
<td>0.18 0.21 0.14 0.21 0.11 0.16</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.35 0.03 0.41 0.03 0.14 0.03</td>
<td>0.17 0.20 0.17 0.19 0.11 0.16</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.36 0.04 0.38 0.02 0.17 0.02</td>
<td>0.17 0.19 0.15 0.21 0.15 0.13</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.34 0.04 0.39 0.03 0.16 0.04</td>
<td>0.17 0.16 0.20 0.19 0.13 0.15</td>
</tr>
</tbody>
</table>

Note: Model 1, 2, 3 and 4 correspond, respectively, to the estimation of coefficients $\varphi_{ist}$, $\varphi_e$, $\varphi_{iF}$, $\varphi_{sp}$, $\varphi_{hp}$ and $\varphi_{credit}$ which include the ViX, the oil price and three dummies (see section 2 for the details) in the aggregate demand (AD) equation and in the VAR model. In the VAR model, coefficient $\varphi_{iF}$ and $\varphi_e$ are based on the average impact of a one-unit shock to each variable (including in the VAR) on inflation over the following twelve quarters. We use the Generalized IRF proposed by Pesaran and Shin (1998).
### Table 3: Inflation forecasting comparison

<table>
<thead>
<tr>
<th>Forecast horizon (quarter)</th>
<th>MFCI1</th>
<th>MFCI2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9696***</td>
<td>0.9551***</td>
</tr>
<tr>
<td>2</td>
<td>0.9703***</td>
<td>0.9558***</td>
</tr>
<tr>
<td>3</td>
<td>0.9716**</td>
<td>0.9561***</td>
</tr>
<tr>
<td>4</td>
<td>0.9766*</td>
<td>0.9581**</td>
</tr>
<tr>
<td>5</td>
<td>0.9707</td>
<td>0.9587**</td>
</tr>
<tr>
<td>6</td>
<td>0.9722</td>
<td>0.9593</td>
</tr>
<tr>
<td>7</td>
<td>0.9737</td>
<td>0.9599</td>
</tr>
<tr>
<td>8</td>
<td>0.9739</td>
<td>0.9601</td>
</tr>
</tbody>
</table>

Note: the null hypothesis of equal forecast accuracy between the AR benchmark model versus the AR+MFCI model is rejected at 1% (***) or 5% (**) or 10% (*).
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